Task-groups: what’s the optimal organization?

Is there a global brain?

When does a group of cooperating individuals solve a problem
more efficiently than the individuals working in isolation?

Does diversity matter?
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Task: find the global maximum of NK fitness landscapes

Kauffman & Levin (1987)

state space: 2N binary strings of length N X = (xl,xz,...,xN) x,=0,1
K epistasis parameter: tunes landscape’s ruggedness

fitness landscape: x = (xl,x2,...,xN) %f(x) EN

global maximum is unigue
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Agents

are binary strings
(0,0,11,1,1,0,0,0,0)

that search the state space by flipping a bit randomly

( 0,0,1,1,0,1,0,0,0’0) with probability 1-p

or copy a bit of the most successful agent in their neighborhood

with probability p
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fully connected network
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Groupthink: psychological
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Conclusions

* More isn’t (always) better
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